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I* INTRODUCTION

TineWeapons Neutron Research (WNR) spall~tion neutron source began operation in
1978, and since has operated for over 7000 hours. There are few spa~latioil
neutron sources which have operated for this length of time. Because the kTNR

is one of the firsZ high intensi~y facilities, our operating expedience should
be of considerable interest and value to those with similar facil.itiefiin the
planning, construction, or commissioning phase.

We-have experienced a variety of problems in the process of bring-ingthe WNR
to a fully operational facility to provide neutron beams for a diverse research
program. In order to fully understand these problems, a brief description Of
the facility and certain system components follows.

The WNR utilizes 8G0-MeV protons from the LOS Alamos Meson physics (LAMPF)

linear accelerator; the work described here will not deal with the opera-
tional aspects of the accelerator. As shown in Fig. 1, the major components of
the WNR facility are: 1) the proton beam transport system, 2) the high-c~rrent
target system (target 1) wi:h its associated experiment areas and flight paths,
3) the low-current target and experiment area (target 2), and 4) the control
building with areas for dfltagathering, including a system of computers for
data acquisition and reduction.

There are two modes of operation which require different modes of beam struc-
ture. We obtain these modes by means of a chopper system in the injection beam
transport line of LAMPF. The first (mode 1) produces narrow micropulses (w200
ps FWKM at the WNR target) spaced a minimum of 1 s apart; these micropulses
occur under a macropulse envelope 600-Fs long at a rate up to 12 Hz. The
second (mode 2) produces a pulse up to 8-VS long; these pulses are separated by
a 16~s window from the rest of the LAMPF macropulse and occur at a rate up to
120 Hz. In order to divert thzse beams out of the main beam line at the end
of the linac, pulsed mcgnets are required to minimize interference with the
beam6 for l&iPF experiments. For mode 1, a “slow” kicker is used which
operates ~ith a pulse over l-m long at repetition rates up to 12 Hz. This is
a 32-turn, laminated-core magnet operating at 41(Iamperes and bends the 800 Mev
proton beam 1.80. Mode 2 requires a “fs,st”kicker which must produce a pul~e
which rises in 10PS and must remcii-1flat within O.J% for 8US. This latter
magnet is ● sin”’e turn device operating at 6000 amperes and bends the proton
beam 1.5°. Low-field (4 kG maximum) magnets with fixed fielde completes the
900 bend to transport the proton beam toward WNR. The res’ of the tra[lsport
tiystemconsists of q~ladrupoles,steering rnagneta,beam position sensing
devices, and vacuum equipment.

The two targets ●nd their experiment rooms ale26~o~ on Fig. 2. They have

been discussed in previous ICANS literature $ ~ and also later in the
present conference.

The data ●cquisition and reduction system is Dhown schematically in Fig. 3. The
hub of the ~ystem are two Modular Computer Corporation (MODCOMP) model IV/25
mini-computers. One servee as the host computer ●nd services the major
peripherals including magnetic ttipes(MT), card reader (CRD RDR), Versatic



printer-plo~ter (PPL), and the communication links to tht satellite computers
located in the data rooms. This hcst computer also supporte a CAMAC serial
highway to the experiment areas for experiment control which is separate f~om
data acquisition. Host computer #2 is primarily used for data acquisition, but
by switching a few cables, it can take over all the functions of host #1. A
typical satellite system is represented by Data Room 3 (See Fig.31. The
experiments are interfaced through standard CAMAC hardware in CAMAC crates CC1,
CC2 -- up to CC7. This interface is done through a special Differential Branch
Driver (’DBD14at the computer via a branch highway cable to a Differential
Branch Transceiver (DBT) located next to the CAMAC crates. Keyboard Terminals
(KTI of either the hardcopy or visual display type are used for inputing
counaandsto the computer. A separate graphics display (GD) is provided
to display the experiment data.

4 most versatile and powerful addition shown on the two hosts, but also
available on the satellites, is the bulk memory (BM) which is controlled
through our bulk memory processor (BMP)5. The memory is of the Mostek solid
sta~.etype with a maximum capacity in one crat~ of 6 megabytes. The BMP
utilizes bit slice integrated circuits and an 80 bit wide writeable control
atore microcode technique. It features a 24 bit wide ●rchitecture allowing
direct addressing of up to 16 megawords ●nd histrogramming of up to 16 million
counts per channel without overflow. Coding for the BMP is also supported at
the macro instruction level and the event analysis langua~e “EVAL”6 will be
implemented in the near future.

In Fig. 3 we show our planned computer system expansion in dashed boxes.
Procurement is underway for the purchase of the satellite systems for Data
Rooms 1 and ‘2plus the new data ●cquisition host a VAX 11/750. The Proton
Storage Ring (PSR) VAX 11/7S0 will be delivered by July 1 and installed at the
WNR. The two ‘,AXcomputers will be coupled by ● communications link, ●nd the
datk acquisition VAX will be coupled to the MODCOMP IV’S and to the Los Alamoe
Central Computing Facility.

Our present schedule calla for installation of the ●bove computer modifi-
cations and the satellite system for Data Room 4 by this time next year.
We are exploring the feasibility of some microprocessor-based computer systems
for particular neutron scattering instruments.

bl,?noperating the WNR personnel control is ●xercised ttrough the Personnel
Safety System (FSS), ●nd neutron radiation monitoring devices. The PSS ensures
that personnel are cleared from a given area before the proton beam is trans-
ported into that area, The PSS also provides the interlocks and barrier~ to
prevent unauthorized en y into high radiation fieldg, In order to leav~ ●s
much of the f~cility ●s possible open to human occupancy under ~perntin,
conditions, thcoe ●reas ●re monitored for neutron radiation levels b) a system
of fixed ●nd portable neutron monitoring instrument~ called Albatroso IV’n

which were developed at Los Alamoa. TheIdetection system for thw Albatross is
● 0.25-mm-thick Ag foil wrapped ●round a CM tube that ia located in the c~nter
of ● 25-cm-diam polyethylene seudosphere. The ncutronn thermalir,rin the
moderator and are captured by r90 Ag to form llOAg plus ● y-ray, The l]OAR b?ta



decays with a half-life ~f 24.4 s. There is also a second GM tube wrapped with
tin that is used to subtract counts due to ‘1‘-rays created in the moderator and
also external y-ray fields. The 6 pll!sthe y-ray counts from the Ag wrapped GM
tube and the counts from the Sn wrapped GM tube are sent to a microcomputer
where they are manipu’ ~ to give the net counts due to neutrons. This
information is accum) ~ted in bins for a predetermined time interval which can
be varied between 15 sec and 8 min. This instrument was developed to respond
to the pulsed nature of our source and gives a very good response over a large
energy range as shown in Fig. 4. The instrument itself is shown in Fig. 5.
It is % completely self contained unit with meter, an alarm level, an
adjustable audible alarm, a chirping sound where the number of chirps/see
increases with increasing radiation levels, and outputs for remote monitoring
and alarming, We presently utilize ten of these instruments in the main
facility and outlying buildings on the long flight paths.

The control and monitoring functions for the entire facility are carried out at
a single console. A computer identical to the smaller units used in the data
acquisition system (I:ODCOMP7830) is used for all non-safety control and
monitoring. The PSS, the Albatross monitors and certain other safety related
systems are hard wired independent of the computer system.

11. Operating Experience

The operating record for MNR is shown in Table 1. Tne production time
scheduled is the WNR schedule and ignores the WNR tuning time. Fox a
facillty as complicated as WNR (which relies on a sophisticated accelerator
such as LAMPF) this is an excellent availability record.

The problem areas within the Wti~ which contributed to iost time are identified
in Table 11. The leading problem has been the fast kicker magnet. However,
the excellent record in the most recent run cycle shows we have finally reduced
the problem below the trouble threshold. The magnet itself is not the culprit,
but the pulse forming network (PFN) which produces the high current pulse. The
majur c)ImIIgtza we have made in.’olvereducting or eliminating components which
saw volt~ge or power levels close to their rated maximum. System noise in
seve’:alof th? timing interlock circuits also contributed to lost time b]
unn(jcessaryshut downs and time spent chasing these f~ults. During the
calendar year 1980, a lot of effort went into changing in the PFN to provide a
longer pulse with better flat top characteristics (0,1%). This was very
successful ●nd led to ● doubling of the pulse length to 8US with the desired
flat top.

The second item which one notices in Table 11 is the chopper problem we had in
the early time periods. This was resolved by completely new hardware in which
the chopper plates, with their helically wound copper ribbon, are better
protected from melting by improperly tuned beam, The electronics feeding the
chopper were a160 replaced. All three change8 contributed to the recent
excell?nt reliability of the chopper ayatem.



The rest of Table II does not show any other consistent problems. The ex-
tremely good reliability of the control computer system should be noted by
those planning control systems. It should also be noted that the high-current
target-moderator-reflector system did not contribute at all to the WNR down
time.

As mentioned earlier, because of the two target areas, the well shielded target
1, and the long flight paths (up to 200 m) with their associated experiment
buildings, we try to ailow human occupany in as much of the facility as we
safely can during nperation. When operating, there is always at least one
person on duty within the WNR (there are many more some 50 m away at the MpF
control room within radio and telephone contact). The individual at the WNR is
the designated operator responsible for all aspects of the facility including
&afety and personnel access. The standard operating procedure (SOP) for the
facility calis for certain restrictions on human occupancy during ~tartup or if
there is a gross change in the operating conditions. This has worked very well
with two notable exceptions.

The main cylindrical biological shield surrounding target 1 has been found to
be extremely effective holding levels at the surface to less than 0.5 mrem/h
with up to 20 VA average current on the target. However, the flight paths
themselves, when open for an experiment, have created large backgrounds in the
experiment area which at times render the experiment hall unoccupyable. Most
of the collimating is done within the bulk shield, but effective collimation
against the entire energy spectrum from even a moderated target system is
difficult. The neutron “get lost” pipes and beam stops are very important in
preventing the higher energy neutron coaponent from being thennalized 8P? then
finding their way back into the room experiment and also into the experiment
detector system. This appears to be one of the more significant problems for
all spall.ationsources, and we plan to study the energy spectrum and flux in
our flight paths. This will then lead to a study of the proper shielding
materials and collimating methods.

The second problem is largely on outgrowth of the first; namely, personnel
control within the experiment area when there is restricted access to areas
n~ar particular flight paths. Experi~enters are used to unlimited access to
their samples and instruments, Wnen restrictions are forced on them because of
the radiaticn level from an adjacent.flight path, there exists a potential
problem from the experimenter who is rightfully concentrating on his own
problems. In most cases, we erect physical barriers such as roperi(or more
effectively nets) which act as a reminder. In extreme cases, we close the
#huttera on a group of three flight tubes in one of our corner cluster~ when
acces6 is needed to any~ne of the three, We believe this latter problem can be
eliminated by a proper solution to the first nroblem.

The data acquisitionsystem has evolved and grown as the needs of the experi-
nwnts and neutron scattering instruments have becume betttixdefined. The
general advice is to provide a IIighlevel computet for each instrument. We
find it to be the moat cost effective to standardize on some manufacturers
hardware at a high enough level to support the moat sophisticated
eoftware required by the most complex instrument. This may seem wasteful in

4



that a simpler instrument doesn’t need either that level of hardware or
software, however the major costs are operational rather than the initial
investment. The advantage of standardizing far outway the somewhat higher
initial costs.

In our system, we do share the expensive peripherals such as high density
magnetic tapes, line printers and plotters. This means an effective and high
speed data link between central processor units.

From an experimenters viewpoint, it makes little diffrence what computer is in
the other room; What experimenters interact with is some sort of terminal-
keyboard system. This is an area where the efficiency of the entire facility
can be enhanced by a graphics interface system with well designed hardware and
scftware.

111. Present Status

The facility operates routinely at 10 ma peak current with a 5-ys-long proton
pulse at a repetition rate up to 120. This gives an average piOtOn current of
6).4A.We have tested the beam transport and target systems at higher average
currents. We believe that an average current of 20 pA can be handled without
significant improvements. The neutron fluxes from these proton curren’:swill
be discussed in a later talk at zhis cor.ierence.

The present target-moderator-reflector assembly is shown in Fig. 6. This con-
figuration has been worked out to best fit the needs of the experiments on the
various flight paths as shown in Fig. 7. The target is W, the premocleratoris
H20, the decoupler is Gd, the moderator is high density CH2 and the
reflector is Be and CH2.

The flexibility of the target 1 crypt ailows the choice of two targets and
several moderator configurations. The nuclear physics program uses a bare
tantalum target and sometimes surrounded with a CH2 moderator for enhaccing
the resonance region. We can switch in a matter of 30 i~inuite~to a completely
cl~fferentconfiguration for the material science neutron scattering program.

Ot interest to those about to undeltake operation of such a facility is the
number cf perso~lnelneeded. Again let me st?ess that I speak only of the
proton beam transport system, the target-moderator system, and the data
acquisition system plus responsibilityfor the eritirephysical facility in-
cluding safety. We are presently operating with 7.5 staff and 10 technicians,
Our efficiency and effa-tiveness would be improved with the addition of 1 staff
and 2 technicians.

Iv. Planned WNR Improvements

A cold moderator development program is underway to provide n cold surface as
shown in Fig. 8. The reflector ahape, size and material will also b~ improved
for this configuration.



The PSR is the biggest single possible impx wement to the WNR and you will hear
more about that shortly. The PSR is being designed to transmit an average
proton c~rrent of 100PA to the WNR, and this will necessitate improvements
within the WNR itself. The beam line must transmit these large currents of H-
beam to the PSR and then transport the H+ to the targeta. There is one area in
the transport system between LAMPF and the PSR which will require magnets with
an increased aperture to maintain beam spill and hence component activation at
the present operating lwel.

The major improvements required are to the target-moderator support system in
target 1. The shielding above the target is not adequate to protect the
magnetic components in the 90° vertical bend. We propose to replace the entire
turntable mechanism which holds our 2 targets, 4 moderators, and miscellaneous
components. Based on our operational experience, our target-moderator develop-
ment program and the stabilizingof the experiment needs, we have a much clearer
idea of what i.sneeded for the target-moderator configuration. The improve-
ments in this area will take all this into consideration while providing the
additional shielding. Many components in this area presently maintained by
hands on methods will have to be amenable to remote handling techniques. This
will requ~re extensive engineering.

The third area scheduled for improvement is additional shielding in the main
experiment room for target 1. Some of this will be added to the biological
shield and likewise to the neutron beam flight paths as they exit the shield.
The character and location of this shielding is dependent on the solutions to
the collimation and shielding problems discussed earlier.

These improvements are estimated to cost 2.7 million dollars with work comm-
encing in October 1982 and completion commensurate with the comml.~ioning of
the PSR at 100B.i.
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Table I WNR Operating Record 8/1/78 - 5/1/81

Production Time Scheduled

Beam Time Available From LAMPF

WNR In Production

Overall Availability

WNR Availability

Total Charge On Tungsten Target

Total Number of Protonc Striking Target

9552 hrs

8564 hrs

7282 hrs

76 Z

85 Z

5.38 mA*hr

1.2xlo20



Table II. Reasons for Lust Production Time At WNR

Fast Kicker

Slow Kicker

Chopper

Interlocks

Targets

Vacuum

Control Computer

Magnet Power Supplies

Miscellaneous

Totals

m
:
d

.
m
ml

Au
Ngj

djl
Zu

28

24

50

16

8

326

54

2

4

6

48

2

126



Figure Captions

Fig. 1

Fig. 2

Fig. 3

Fig. 4

Fig. 5

Fig. 6

Fig. 7

Fig. 8

Schematic of the WF-WNR

Schematic of the WNR Facility

The WNR Data Acquisition Computer System

Front view of Albatrosa IV pulsed neutron survey instrument

Relative response of CH2~oderated neutron survey instruments

ac a function of neutron energy.

The present WNR target/moderator/reflector assmbly for the

materials science neutron scattering pro~ram

WNR flight pather configuration. Fligth paths 3, 5, 6, 7, 8, 9,

and 10 are used for the material science neutron scattering

programs. Flight paths 11, 12, 1 and 2 are used by the nuclear

ph~E+icRprograu.

Planned WNR target/m~derator/reflector assembly with a cold

surface,
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